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Abstract 

Cardiovascular diseases are the main cause of 

death around the world. The most recent 

estimations shows that Cardiovascular will be 

responsible for the deaths of about 23 million 

people be the year 2030. Early diagnosis can save 

lives, and it will reduce the cost of treatment if 

disease is found in early stage. The practitioners 

equipped with additional tools like Artificial 

Intelligence prediction systems can speed up their 

diagnosis work and focus more on treatments or 

other necessary tasks. Proposed Artificial 

Intelligence systems are predicting cardiovascular 

disease by using three different classifiers: 

Random Forest, Logistic Regression and 

KNeighbours. It is also implementing advanced 

training data preparation for better model accuracy. 

The dataset used for this project was acquired from 

(1) Kaggle, it consists of 70k entries and 12 

features. Dataset has 3 types of input: objective: 

factual information; Examination: results of 

medical examination; Subjective: information 

given by the patient. 

 

 

Introduction 

Cardiovascular disease is main reason for deaths 

around the world by (2) World Health Organization 

causes around 17.9 million lives each year. “The 

most important behavioral risk factors of heart 

disease and stroke are unhealthy diet, physical 

inactivity, tobacco use and harmful use of alcohol. 

Amongst environmental risk factors, air pollution 

is an important factor. The effects of behavioral 

risk factors may show up in individuals such as 

raised blood pressure, raised blood glucose, raised 

blood lipids, and overweight and obesity. These 

“intermediate risks factors” can be measured in 

primary care facilities and indicate an increased 

risk of heart attack, stroke, heart failure and other 

complications.” Early detection of disease can save 

lives and help doctors with decision making, 

reducing heart failures. (3) Study in field show that 

machine learning algorithms are extremely helpful 

as predictors and can enchant practitioner’s work. 

In Ireland (4) “Cardiovascular disease is estimated 

to cost the Irish state €1.7 billion per annum, almost 

half of which are direct health care costs.”. 

Artificial intelligence systems can significantly 

reduce these costs. In today world of big data and 

Internet of Things is much easier to monitor and 

collect patients’ data, than use it with Artificial 

intelligence to support healthcare in their tasks as 

Artificial Intelligence algorithms can go through 

big datasets faster than humans. 

 

Related Work 

Many researchers have used Machine Learning 

and Artificial Intelligence Algorithms to perform 

cardiovascular disease predictions. (5) In this 

research during data preparation outliers were 

removed from (6) dataset which is different 



dataset. Multiple data mining was performed to 

find the best features, Random Forest was used to 

build model, and they got after employing several 

features selection methods 99% accuracy, where 

other tested models in their research got: SVM: 

85%, KNN: 95%, Logistic regression: 86%. The 

method to find best features provides good results 

as other researchers on this dataset without features 

selection were getting 92% accuracy. In this 

research (7) few models were used for testing like 

Random Forest, CART, Extra Tree Classifier, and 

Extreme Gradient Boosting with best accuracy 

91.9%. This was done on different dataset got it 

form Google Colab with features selection and best 

model performance choose. In this research (8) few 

models were used with accuracy like: Lasso-

AdaBoost: 81%, FLR-L1-LR: 83%, FLR-RF: 

82%, FLR-SVM: 83%. They performed Bayesian 

optimization and grid search to get the best 

hyperparameters. These prediction models were 

trained and tested on different dataset. In this 

research (9) 4 different models were tested: SVM 

with accuracy 82%, KNN with accuracy 86%, 

Logistic Regression with accuracy 87% and best 

Random Forest with accuracy 96%. For the testing 

feature selection was performed. In most cases the 

best results were met by performing features 

selections and picking the right hyperparameters. 

 

 

Methodology 

For this project 3 models were used: Random 

Forest, KNeighbors and Logistic Regression. (10) 

Random Forest is an ensemble learning method for 

classification, regression and other tasks where 

many decision trees are built during training time, 

than for classification output of random forest is 

class that was chosen by most of the trees. For 

regression, the mean prediction of each tree is 

returned. KNeighbors is a simple machine learning 

algorithm that categorizes input by using its 

k(number of) nearest neighbors, it is providing 

combination of simplicity and effectiveness. 

Logistic Regression is great for situations where 

you need to classify between two categories. For 

these models 3 function was created: 

 

 

 

 

 

 

To prepare data for training and testing a few 

methods were used. First checking for missing data 

values was done: 

 

Then column “Id” was dropped. After 

describing dataset was founded that max/low 

height, weight, ap_hi and ap_lo are looks like out 

of bounds, kind of unusual values: 

 



These outliers were removed by removing 

everything that is outside of range of 3% to 97%: 

 

By removing these outliers 57828 entries left in 

dataset and after running describe dataset looks ok: 

 

In next step converting age from days to years was 

done: 

 

Next categorizing age was performed, and that 

column was added to dataset: 

 

Next step was adding additional column BMI 

which is Body Mass Index that is combination of 

weight and Hight and is more valuable feature than 

other 2 which may confuse model: 

 

Next step was adding additional column MAP 

which is Mean Arterial Pressure, this way we can 

eliminate 2 columns 'ap_lo' and 'ap_hi': 

 

Then removing unnecessary columns 

'height','weight','ap_hi','ap_lo','age' which we 

replaced by the ones that were generated. Another 

step was doing label encoder: 

 

As next step clustering was done to get better 

performance of our models, for this K-modes was 

used as clustering algorithm, clustering is a type of 

unsupervised learning, mean that we don’t need 

label data for clustering algorithms: 

 

To find best number of clusters for our dataset 

Elbow method was used:  

 

We can see that optimal is 2 clusters. Next step was 

built K-modes model and insert to our dataset: 

 

 

 

 

After all this preparation our dataset looks like this: 

 

As next step was to split dataset to features and to 

result: 



 

Next step was to split data into train and test data, 

for this we used 20% for test and random state 1: 

 

For Random Forest model these parameters were 

used: 

 

To check duration of models datatime function was 

implemented, that was checking time before and 

after model finish his task. 

 

    Evaluation 

    For testing 2 files were created on Jupiter 

Notebook: one with no preparation just removing 

outliers and doing label encoder; second one all 

methods implemented in Methodology part. We 

can see a huge difference in the performance of 

these approaches.  

Random Forest in first approach got: 

 

 

 

Where on second approach Random Forest got: 

 

 

 

We see huge accuracy increase from 72.18% to 
87.58%, precision increase from 75.8% to 87%, 
duration time to perform training and prediction 
drop from 1.40 seconds to 0.88 seconds and R2 
(which is coefficient measure) score increase from 
-0.13 to 0.50.  

Logistic Regression on first approach got: 

 

 

 

 

Where on second approach Logistic Regression 
got: 



 

 

 

 

For Logistic Regression we see accuracy increase 
from 71.5% to 82.36%,  precision increase from 
74.8% to 79.6%, duration time to perform training 
and prediction drop from 0.221 seconds to 0.044 
seconds and R2 (which is coefficient measure) 
score increase from -0.16 to 0.29. 

 

 

 

 

KNeighbors on first approach got: 

 

 

 

 

Where on second approach KNeighbors got: 

 

 

 

 

For KNeighbors we see accuracy increase from 
67,46% to 85.16%,  precision increase from 68.7% 
to 83.73%, duration time to perform training and 
prediction increase from 0.461 seconds to 0.655 
seconds and R2 (which is coefficient measure) 
score increase from -0.30 to 0.40. 

From testing we saw that the biggest impact on 
accuracy and precision had clustering method, it 
provide around 10% increase for all models. Looks 
like clustering perform good classification on this 
type of datasets and help models perform better. 
Removing outliers add little bit to overall 



performance. We can see that adding few methods 
to preparation of dataset for models give huge 
impact on performance  and can help achieve better 
results. 

 

 

Conclusion and Future work 

This project shows that different approaches can 
provide better or worst performance results. Having 
more time will be nice to do more tests on various 
methods and see their performances changes. 
Spend more time to find best hyperparameters and 
see how they affect performance. Try more 
classifier types or use genetic algorithms and see 
how this type performs. In this project on this 
dataset highest accuracy was 87.6% and will be nice 
to see this increase more when additional technics 
will be applied. After all proposed model display 
quite high accuracy and looks promising tool for 
early cardiovascular detection.  
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